附件：

**提名2024年度重庆市自然科学奖项目的公示**

**一、项目名称**

高维复杂结构数据的统计学习理论与快速算法

1. **提名者**

重庆市沙坪坝区人民政府

1. **提名等级**

自然科学奖二等奖

1. **项目简介**

高维复杂结构数据的建模一直是统计学和机器学习领域中的研究热点和难点话题，其研究的进展也关系着诸多实际问题的预测效果和解决效率。针对具有变量强相关性、网络结构相关性、样本异常以及信息密度低的高维复杂结构数据，重庆大学、中央财经大学、重庆师范大学、成都理工大学和湖南工商大学组成科研联合团队，在国家自然科学基金面上项目的支持下，围绕高维复杂结构数据的统计学习理论和快速算法得到了一系列原创度高、代表性强、理论与应用价值兼备的科研成果，并已产生了一定的学术影响力。

 本项目的创新研究内容主要分为四点：第一，围绕样本分布异常的分类学习问题，构建并系列研究了几何非平行双平面支持向量机，首次提出违反约束相对容忍度的概念并给出了理论上界，在实证分析中取得优异的分类效果。第二，针对高维复杂数据高效求解的领域内痛点问题，设计了与假设模型无关的变量筛选算法并成功应用到随机森林模型中，能够显著提高求解大规模问题的效率。第三，面向样本异常和信息密度低的高维网络结构化数据，建立了能够同时进行重要因子提取和回归学习的稳健稀疏主成分回归模型，有效克服了传统两步法泛化性能差的问题。第四，基于网络结构相关性和多重结构相关性的高维数据预测问题，采取各类正则化以及结构平滑策略，提出高效回归学习模型并在金融预测和图像恢复中获得突出效果。

本项目具有若干较强洞察力的科学发现。例如：第一，首次提出违反约束相对容忍度的概念并给出了理论上界，深化对机器学习重要模型支持向量机性质的认识。第二，意识到前向迭代筛选策略的重要性，通过改进使之能够应用到参数和非参数模型的大规模变量筛选问题中。第三，发掘统计学中的正则化技术、大样本理论和稳健理论，从根本上改进现有机器学习模型，提高在高维复杂结构数据学习任务中的泛化表现。

本项目的科学价值较高。一方面，从模型上丰富了现有高维复杂结构数据学习的基本框架；一方面，从理论上拓展了现有统计学习理论体系的外延；另一方面，对处理金融数据预测、图像数据恢复以及医学数据诊断等学习任务给出了高效的方案和工具。

本项目的成果得到了同行的广泛引用、跟踪研究和高度评价。截至当前，代表性论文累计他引64次，得到了许多学者的高度肯定。例如，拉马努金学者Tanveer教授推广了违反约束相对容忍度理论并评价其刻画了支持向量机的基本性质；知名学者张小刚教授将所提出的模型应用到烧结状态识别问题中，认为其表现达到国际先进水平。

**五、代表性论文专著目录**

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 序号 | 论文、专著名称/刊名/作者 | 影响因子 | 年卷页码（xx 年xx卷-xx 页） | 发表时间年 月 日 | 是否国内完成 | 通讯作者 | 第一作者 | SCI 他引次数 | 他引总次数 |
| 1 | Elastic net nonparallel hyperplane support vectormachine and its geometricalrationality/IEEETransactions on NeuralNetworks and LearningSystems/Qi Kai; Yang Hu | 10.2 | 2022年33卷-7199-7209页 | 2021-06-07 | 是 | Yang Hu | Qi Kai | 13 | 19 |
| 2 | An iterative model-freefeature screeningprocedure: forwardrecursive selection byrandom forest/Knowledge-Based Systems/Xia Siwei;Yang Yuehan | 7.2 | 2022年246卷-108745页 | 2022-06-21 | 是 | Yang Yuehan | Xia Siwei | 4 | 10 |
| 3 | A new adaptive weightedimbalanced data classifiervia improved support vectormachines with high-dimension nature/Knowledge-Based Systems/Qi Kai; YangHu; Hu Qingyu; Yang Dongjun | 7.2 | 2019年185卷-104933页 | 2019-12-01 | 是 | Yang Hu | Qi Kai | 13 | 24 |
| 4 | Joint sparse principalcomponent regression withrobust property/ExpertSystems withApplications/Qi Kai; TuJingwen; Yang Hu | 7.5 | 2022年187卷-115845页 | 2022-01-01 | 是 | Yang Hu | Qi Kai | 7 | 9 |
| 5 | The structured smoothadjustment for square-rootregularization: theory,algorithm andapplications/Knowledge-Based Systems/Xie Wanling;Yang Hu | 7.2 | 2022年207卷-106278页 | 2020-11-05 | 是 | Yang Hu | Xie Wanling | 1 | 2 |

**六、主要完成人**

杨虎、杨玥含、齐凯、夏思薇、谢宛玲

**七、主要完成单位**

重庆大学，中央财经大学